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ABSTRACT: Fractional system analysis has received a great attention recently, both from the academic 
and industrial automations because of their increased flexibility with respect to integer-order systems. Recent efforts 
have been mostly focused on the synthesis of variants of Proportional Integral Derivative Controllers (PIDs) such as 
Tilt Integral Controller (TIDs), Fractional order PIDs (FOPIDs), and Multi-Fractional order PIDs (MFOPIDs using 
different optimizing techniques.This paper highlights designing of PID (PID control) and its variants through Linear 
Matrix Inequality (LMI) optimizing technique and Fmincon (interior point algorithm) technique and compares the 
results of both. It further presents a temperature control case study demonstrating a lot of improvement in the responses 
of Fractional Controllers when compared with their Integer counterpart.  
 
KEYWORDS: Fractional Order System, Linear Matrix Inequality, PID, FOPID, MFOPID, Interior Point Optimization 
algorithm 
 

I. INTRODUCTION 
 

1.1. Fractional Calculus deals with derivatives and integrals 
from non-integer orders. There are different definitions of Fractional Order differentiations and 
integrations. The well-established definitions include the Grünwald-Letnikov definition, the Cauchy integral formula, 
the Caputo definition and the Riemann-Liouville definition [1][2]. The general fractional order differentio-integral 
operator can be summed as[3] shown in (1): 

        (1) 
Some of the definitions of fractional order calculus are: 
Riemann-LiouvilleFractional Integral and Derivative Operator[1] as given in (2): 
 

D୲∝
ஒ f(t) = ଵ

୻(୬ିஒ)
ୢ౤

ୢ୲౤
∫ ୤(த)

(୲ିத)ಊష౤శభ dτ୲
∝ 																																																																																																																														(2) 

 
where n-1<β<n Γ(.) is the Gamma 
function. The integrals (or derivatives) are of complex order β (Re (β) ≠0) representing an analytic continuation. 
Grunwald-Letnikov Fractional Integral and Derivative Operator given in (3) represents the derivative of order n  
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                                                                                              (3) 
 
and the n-fold integral of the function f (t) if α = n and t = -n respectively where[5]ቀ∝ݎቁ = ∝(∝ିଵ)(∝ିଶ)……..(୬ି୰ାଵ)

௥!
 

 
The Caputo Fractional Differential Operator: When α > 0, t > a, [α a t] € R,the Caputo fractional derivatives are 
defined [1][4] as shown in (4): 

∝௧ܦ
ఉ (ݐ)݂ = ቐ

ଵ
୻(୬ି∝)

∫ ௙೙(ఛ)
(௧ିఛ)ഀశభష೙

݀߬, ݊ − 1 < ߙ < ݊ ∈ ܰ௧
∝
ௗ೙

ௗ௧೙
ߙ											,(ݐ)݂ = ݊ ∈ ܰ

ቑ																																																													(4) 

1.2. Fractional-order system is obtained from the fractional-order differential equations.In general, the fractional-order 
transfer function (FOTF) of a single variable dynamic system can be defined in (5) [4][5]: 
 

                                                                              (5) 
where bi(i = 0; 1 · · · m); ai (i = 0; 1 · · n) are constants and γi (i = 0; 1 · · · m); βi (i = 0; 1 · · · n) are  arbitrary real or 
rational. 
1.3. PID controllers and their variants: (a) PID algorithm consists of three basic coefficients: proportional (kp) integral 
(ki) and derivative (kd) which are varied to get optimal response. Fig. 1 shows the PID controller with process and 
sensor feedbacked [6]. The transfer function of PID controller is given in (6): 

C(s) = kp+ ki/s + kds                                                                                                              (6) 

(b)Fractional-order PID Controller: The transfer function of PIλDμ controller is given in (7) [7]. 

C(s) = kp+ kis-λ + kdsμ                                                                                                           (7) 

where λ and μ are positive real numbers; other constants are the same meaning as in PID. 

(c) Tilt Integral Derivative Controller: The transfer function of TID controller is given in (8) 

C(s)= ki.s-1/n + kt/s + kd.s                                                                                                   (8) 

This controller uses the exponent coefficient of -1/n. A tilt compensator gives an overall response which is closer to the 
theoretical optimal response. [7] 

(d) Multiorder-Fractional-order PID Controller (MFOPID):An extension of FOPID, it demonstrates greater robustness 
and better response than FOPID controller. The transfer function of MFOPID controller is shown below in (14) [8]: 

C(s) = kp+ kisλ + kd1s +kd2sμ +kd3sδ +............+kdnsn                                                                                 (9)  

where λ, μ, δ, …… n   are the powers of the compensated term. 

1.4.Linear Matrix Inequality (LMI) is a very useful optimization tool which involves linear equality and inequality by 
solving in Matrix domain. A linear matrix inequality (LMI) has the form (10). 
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(࢞)ࡲ = ૙ࡲ +∑ ࢓࢏ࡲ࢏࢞
ୀ૚࢏ > 0(10) 

where x ∈ R m is the variable and the symmetric matrices Fi = Fi
 T∈ R n×n  (i = 0……… m) are given. The inequality 

symbol in (10 means that F(x) is positive-definite, i.e. 

 u TF(x)u > 0 for all nonzero u ∈ Rn[9].Syntax to define variable 
[10]:[X,n,sX]=lmivar(type,struct)………………………………………………………….                                   .(A) 
Syntax for specifying the term content of an LMI [10]: lmiterm(termID,A,B,flag)             (B) 

Syntax of 3 solvers [10]: [tmin,xfeas]=feasp(lmisys,options,target) 
[lopt,xopt]=gevp(lmisys,nlfc,options,linit,xinit,target)                      
(C) 

1.5.Nonlinear Optimization: Fmincon is nonlinear constrained optimization method used in the paper based on three 
algorithms:Trust-region reflective, active set and interior Point method[12] .The general Fmincon optimization problem 
can be written as (11)[12]. 

                                                                                                (11) 

where b and beq are vectors, A and Aeq are matrices, c(x) and ceq(x) are functions that return vectors, and f(x) is a 
function that returns a scalar. f(x), c(x), and ceq(x) can be nonlinear functions. x, lb, and ub can be passed as vectors or 
matrices.[12] 

Syntax: [12] :x =fmincon(fun,A,b,Aeq,beq,lb,ub)(D) 

1.6. FOMCON tool box:  It is one of those successful add-on software in MATLAB (as MATLAB does not support 
fractional analysis) which has been used in implementation of this paper.[5] 

1.7.Rules in LMI optimization:Step1: The writing format while solving LMI optimization problem in MATLAB is by 
defining  controller transfer function in the form of C(s) =W(s)X and L(s)= C(s)P(s) where W(s) and X are the known 
weights and the unknown parameter vectors as shown in the Fig.1 [8] [9]: 

 

Fig.1 Closed Loop plant with Controller [9] 

 (a). PID Controller: PID controller is linear in its parameters.  XPID = [kp ki kd]T , WPID(s) =[1 s-1 s]  ,                                   
CPID(s) = kp + ki/s +kds = [1 s-1 s]X= WPID(s)X, which is linear in X.    

(b). TID Controller is also linear in its parametersXPID = [kt ki kd]T , WTID =[ s-1/n  s-1 s] ,                                               
CTID(s) = kt/s1/n + ki/s +kds =[ s-1/n  s-1 s]X = WTID(s)X 
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(c). MFOPID Controller: The MFOPID Controller can be written as :X = [k1,k2,….kn] , WMFOPID=[sα1 sα2........sαn]                                                                                                                            
CMFOPID(s) = [sα1 sα2........sαn]X = WMFOPID(s)X [8][9] 

Step2. Tuning in frequency domain: If plant is stable: LMI optimization in closed loop is applied after checking the 
Nyquist Stability criteria in the open loop, i.e. L(s) (controller cum plant) = C(s)P (s)=W(s)[X]P(s) should not encircle 
point (-1,0)[8] as shown in the Fig.2 and given in (12) (13) and (14):  

 

Fig.2 [8] 

For closed-loop stability from Nyquist stability criterion: 

Im{L(jω)} <0,                   0≤ω≤ωpc                                 (12) 

Re{L(jωpc)} > -1    ^ Im{L(jωpc)} = 0                             (13) 

Im{L(jωpc)} > 0                  ωpc < ω                                 (14) 

where ω pc is phase crossover frequency [8] . On decomposing W(jω) and P(jω) into real and imaginary following (15) 
(16) (17) &(18) are obtained.[8] 

 

where ϵ is a very small positive real constant, e.g., ϵ = 0.01. In order to adjust the Gain Margin (GM) the following (19) 

LMI equation can be applied [8].  

If plant is unstable: According to the Nyquist stability theorem the closed-loop system is stable if and only if the 
Nyquist plot of L(s) (open loop) encircles the point (-1,0) exactly once anticlockwise (in case of one unstable pole).    
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Fig.3 [8] 

For closed-loop stability from Nyquist stability criterion, the relationship for getting stable system (20) ,(21) and (22) 
can be considered : 

Im{L(jω)} > 0,                   0≤ω≤ωpc                    (20) 

Re{L(jωpc)} < -1    ^ Im{L(jωpc)} = 0                 (21) 

Im{L(jωpc)} < 0                  ωpc < ω                     (22) 

where ω pc is phase crossover frequency [8].Decomposing W(jω) and P(jω) into real and imaginary parts the LMI 
equation for tuning X is given in (23), (24),(25) and (26) [8]: 

 

where ϵ is a small positive real constant. In order to guarantee the closed-loop stability with the minimum GM  (0<GM 
<1) is given (27) 

       (27) 

Adjusting Phase Margin (PM) of the plant: The desired GM and PM is very necessary for the feedback system, given 
in (28)[8]: 

min௑ฮܹ(݆ωgc)XP(jωgc)− e୨஦୫ฮ                                   (28) 
where ωgc is the desired gain crossover frequency, and  
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φ m=π+PM is the desired value for open-loop phase at ωgc   
Since (35) is not LMI , using  Schur complement lemma[13] the optimization problem is equivalent to the generalized 
eigenvalue problem given in (29)[8]: 

      (29) 

Converting the complex matrix into LMI compatible real matrix. solving the matrix for the real part results (37) 

      (30) 

Higher order and time-delayed processes with one unstable pole:Plant P(s) has exactly one unstable pole with time 
delay, the closed-loop system is stable if the Nyquist plot of L(jω) remains in the hatched region in Fig. 4 for all ω ≥ 
0[8]:  

Fig.4 [8] 

The border of the hatched region in Fig.4 is marked by three lines in which the origin belongs to the hatched region (i.e., 
b3 > 0) and secondly the point -1 stays out of it. Moreover, it is done 0 <a 3 <a 1 to make sure that it is impossible to 
draw a simple closed contour in the hatched region which encircles -1.GM can be adjusted by appropriate choice of 
a1,b1,a3,b3. The frequency at which theNyquist plot intersects the negative real axis for the first time asωgml. the speed of 
the closed system response can be adjusted by making ωgml large.The following LMI equation is formed in process 
with time delays given to keep L(jω) in the hatched region. It is shown in  (31) (32) (33) (34) and (35)[8]: 

Wi(jωk)XPr(jωk) + Wr(jωk)XPi(jωk)>a1(Wr(jωk)XPr(j ωk)- Wi(jωk)XPi(jωk) )+b1 ,                          0 ≤ ωk≤ ω1        (31) 

Wi(jωk)XPr(jωk)  + Wr(jωk)XPi(jωk)<a2(Wr(jωk)XPr(j ωk)- Wi(j ωk)XPi(j ωk)) +b2 ,                          ω1 ≤ ωk≤ ω2       (32) 

Wi(jωk)XPr(jωk)+ Wr(jωk)XPi(jωk)<a3(Wr(jωk)XPr(jωk) - Wi(jωk)XPi(jωk) )+b3 ,                          ω2 ≤ ωk≤ ∞     (33) 

-ϵ< Wi(jωgml)XPr(jωgml)  + Wr(jωgml)XPi(jωgml) < ϵ (34) 
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Wr(jωgml)XPr(jωgml)- Wi(jωgml)XPi(jωgml)< -1/GM(35) 

1.8. Illustrative examples:(For Comparison between two techniques). The transfer function of aprocess (unstable) 
is [8]: 

(ݏ)ܲ =
݁ି଴.଴ହ௦

ଶ.ହݏ + 	 ଶݏ − 1 

Designing specifications taken: a1=b1=1, a2=b2=-0.3, a3=0.3, b3=0, ωgml  =1 rad/s, ϵ =0.05, 1/GM (in dB), PM==65o, ω 

1=  10-3, 10-2,10-1 rad/s, ω 2= 30,.....510 rad/s                                     (36)  

Forming LMI equations from (A),(B),(C),(31),(32),(33),(34), (35) and (36) .                                                             

(i). PID Controller tuning: XPID =[kp ki kd]T = [29.5680  40.2836  49.6060]T,WPID(s) =[1 s-1 s] ,CPID(s) = 29.5680 
+40.2836/s +49.6060s 

(ii). FOPID Controller tuning at λ= 0.01 and μ=1.0069:X= [kp   ki  kd] = [-1.8406x103  1.8739x103   39.7474],WFOPID 
=[1 s-1 s sμ] = [ 1 s-0.01  s1.0069],CFOPID= -1.8406x103  +  1.8739x103/s0.01 + 39.7474s1.0069 

Using Fmincon (Interior Point Optimization) Algorithm:Forming Fmincon from (D), and (36) 

(i). PID Controller tuning: Kp= 20.00, Ki= 40.00 Kd= 50.1437, CPID(s) = 20.00+ 40.00/s + 50.1437s 

(ii). FOPID Controller tuning(taking exponents in case of LMI):Kp=70.00, Ki=29.00, Kd=30.00, λ=0.01, μ=1.0069, 
CFOPID= 70.00+29.00/s0.01 + 30.00s1.0069.Step responses are shown in Fig. 5 and Fig.6: 

 

Fig. 5: Step responses of PID Plant tuned by LMI (red) and Fmincon (blue) techniques respectively 
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- 

Fig.6: Step responses of FOPID Plant tuned by LMI (red) andFmincon (blue) techniques respectively 

 

Table.1:  Comparative analysis of LMI tuning and Fmincon tuning algorithm 

Conclusion: As shown in the Table 1 the LMI tuned PID and FOPID shows faster time of response and error 
performance specification is less. This is so because LMI technique is converges faster than Fmincon algorithm 
technique. 
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1.9. CASE STUDY: Temperature Control by changing the valve opening as shown in the Fig.7: 

 
Fig.7 : Closed loop Temperature control** 

**  

Identification of raw data as Integer and fractional transfer function from the Table.2: 
 

 

Table.2: Experimental data of % valve opening versus (Temperature oC) 

Step1: Open System identification tool box: Type ident in command window (MATLAB) which opens a tool box as 
shown in Fig.8[15]: 

 

Fig.8: System Identification toolbox for identifying integer transfer function [14] 
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2. Select the estimate column >> Process Models. Choosing the selection option as shown in Fig. 9[14]:  

 

Fig. 9 Process Models dialog box in SI toolbox [14] 

The Integer order transfer function from the raw input and output data is identified as in (37): 

                                                                                  (37) 

(b). Identification of fractional order transfer function: 

Step1: Opening FOTF Time domain Identification tool: Type fotfid which opens a tool box as shown in Fig.10[5]: 

 

Fig.10: FOTF identification tool box[5] 
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Step2: Click on Import option choose the options of identification method and guessed model type to get (38): 

      (38) 

Tuning conventional PID and FOPID for Integer order transfer function: Design specifications used ω gc = 5rad/s  
PM=65o ; 1/GM = 20 dB,  ω ph=3rad/s.                                    (39) 

For PID Controller we take fmincon algorithm from (D) and  (39) to tune and we get the following controller: CPID= 
WX = [1  s-1  s][kp ki kd] = [1 s-1  s] [5.000  9.1340  9.5156]  

For FOPID Controller we take fmincon algorithm from from (D) and  (39) to tune and we get the following controller: 
CFOPID= WX = [1  s-λ  sμ][kp ki kd] = [1 s-0.2000  s 0.2001] [4.9987  9.4762  9.9988  ]. The step responses of PID and FO-
PID controlled plants are shown in Fig.11. Table.3 describes the performance characteristics. 

 

Fig.11:Step responses of the closed loop plants with  FOPID (blue) and PID (red) controllers 

 

Table.3: Performance specifications of closed loop plant 

Tuning conventional PID and FOPID for Fractional Order transfer function: Design specifications used ω gc = 5rad/s;  
PM=65o;1/GM = 20 db, ω ph=3rad/s.                                                                                                                    (40) 
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For PID Controller the fmincon algorithm is taken from (40) to tune to get the following controller: CPID= WX = [1  s-1  

s][kp ki kd] = [1 s-1  s] [4.8246   10.000   1.1358] 

For FOPID Controller fmincon algorithm is taken from (40) and tunedto get the following controller: CFOPID= WX = [1  
s-λ  sμ][kp ki kd] = [1 s-0.8913  s 1.3709] [2.8306  9.9912  0.1707]. The step response of FOPID and PID controlled plants are 
shown in Fig.12. The detailed performance specification is given in Table.4. 

 

Fig.12: Step responses of FOPID (blue) and PID (blue) controlled plant 

 

Table.4: Performance specifications of closed loop plant 

Conclusion: From Table 3 and Table 4 Fractional Order PID controller (FOPID) always shows better time of response 
and lesser overshoot.  

II. CONCLUSIONS 

(1). Tuning techiques: LMI is better as compared to Fmincon as it has faster tendency to converge and more accuracy, 
than Fmincon (2).FOPIDs have more degrees of freedom more parameters to tune. Stability region is large due to 
fractional part, hence more flexibility to design controllers. FOPID provides robustness to the system.They track the set 
point more accurately than their conventional counterpart. A fractional-order controller will always provide better 
response than integer-controller if it is properly tuned whatever may be the type of plant. 
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